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However, as noted above, EU data protection confers a number of legally 
enforceable rights on data subjects, which they can enforce against data 
controllers alleged to have violated these rights by taking court action seeking 
(among other things) an order that the infringement be terminated and the 
payment of damages. Yet in reality, although a majority of EU individuals are 
aware that they have some legal rights concerning their personal data (Hallinan 
et al. 2012), few are likely to be sufficiently motivated to initiate and maintain 
legal action against data controllers, particularly given the massive asymmetry in 
power, resources and sophistication of the giant digital platforms that now 

dominate our daily digital encounters. At the same time, although there are 
several grounds upon which a data controller may rely to demonstrate that the 
processing of personal data is lawful (a requirement of the ‘lawful, fairness and 
transparency’ principle), the consent of the data subject provides one such 
ground. Accordingly, by consenting to the collection, processing and transfer of 
personal data, data subjects may authorise controllers to use that data in more 
extensive and far-reaching ways than would otherwise be legally permitted. 
Having said that, because the purpose-limitation principle is unwaivable by data 
subjects, all data controllers are legally prohibited from processing data for 
purposes that are incompatible with the original purpose for which the data was 
collected. This does not, however, prevent data controllers from specifying the 

purpose of data collection in extremely broad terms, provided that those 
purposes are ‘legitimate’ and therefore fall within the controller’s natural ambit 
of activity (see Bygrave 2002: 339–40). It is arguably due to the conferral of a set 
of legal rights on data subjects, combined with their power to consent to the 
collection and processing of their personal data by the controller, that one might 
be inclined to describe the general approach of EU data protection as ‘rights 
based’ in orientation. To the extent that there are enforceable legal obligations 
that prevent data controllers from collecting and processing personal data in 
accordance as they wish, then this is undoubtedly true. But it is misleading to the 
extent that such a description suggests that individual data subjects occupy a 

central role in monitoring and enforcing compliance with the regime. 
 
Ex post vs ex ante regulation? 

While the preceding discussion highlights the procedural nature of the EU data 
protection principles, this does little to illuminate how those principles are 
intended to foster the regime’s underlying policy objectives. Although I seek to 
identify what, precisely, those policy objectives are in the next section, it is worth 
pausing to consider how the EU data protection regime would be understood in 
terms of a long-standing distinction, drawn primarily by economists, between ex 
ante and ex post approaches to regulation. Ex ante regulatory approaches 

typically rely on a system of prior approval, a technique which Anthony Ogus 
(1994:  214) observes can be traced back to the medieval guilds, that had 
effective monopolies over trades and crafts and to the issue of ‘patents of 
monopoly’ under royal prerogative, enabling certain individuals or groups to 
carry out trades or activities otherwise prohibited. In their modern guise, 



 40 

regimes of this kind typically take the form of some kind of licensing regime, so 
that the regulatory activity is legally prohibited unless it is carried out by a valid 
licence holder, who has demonstrated to the relevant licensing authority that he 
or she has the requisite competence and capacities. Such approaches can be 
contrasted with ex post approaches, which typically entail the legal promulgation 
of certain minimum standards that the specified activity must meet, so that 
anyone who wishes to engage in that activity need not obtain prior permission, 
and may lawfully engage in it provided that the activity is undertaken in ways 
that meet the legislatively specified standards. 
 

Because advance authorisation is generally not required before data controllers 
can lawfully collect and process personal data, the contemporary EU data 
protection regime can be understood as resting on an ex post rather than an ex 
ante strategy of control. Having said that, there is an ongoing debate within data 
protection circles about the relative merits of a so-called ‘accountability’ 
approach to data protection, touted as an alternative to conventional reliance on 
the data protection principles. In particular, Cate, Cullen and Mayer-Schönberger 
(2014), authors of the OECD 2013 revised guidelines, argue that because notice 
and consent is no longer an effective mechanism to protect the informational 
privacy of data subjects, it would be preferable to shift responsibility from the 
shoulders of individuals, who are currently required to weigh up their own 

interests in protecting privacy and accessing digital resources, in favour of an 
approach that reduces (or even eliminates) the purpose limitation and use 
limitation principles, thereby enabling largely unrestricted collection of personal 
data, but placing more onerous legal responsibilities on data controllers when 
seeking to process that data, requiring them to undertake a more focused 
evaluation of the risks and benefits associated with particular uses to ensure that 
harm to individuals is minimised (Cate et al. 2014). Despite criticism of this 
approach, the GDPR places greater emphasis on the concept of accountability 
than its predecessor, the EU Data Protection Directive. 
 

Although this paper makes no attempt to evaluate the arguments put forward in 
support of this so-called accountability approach, its is a useful foil, highlighting 
the largely preventive approach reflected in the current structure and operation 
of the fair information processing principles. Hildebrandt (2015: 194) likens 
these principles to Odysseus’s strategy of tying himself and his crew to the mast 
to prevent them responding to Sirens’ call, thereby ‘enabling them to resist the 
overweaning temptation to gather more and more data and use it for more and 
more intrusive purposes and applications that will ultimately lead to downfall 
and destruction’. Accordingly, although EU data protection does not institute an 
ex ante licensing regime, the general approach it takes towards the regulated 

activity (that of collecting and processing personal data) is largely a preventative 
one, aimed at averting the unlimited collection and re-purposing of personal data 
in order to reduce the dangers that might arise if there were no restrictions on 
the collection and use of personal data. 
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What are the substantive goals of European data protection law? 

The preceding discussion draws attention to the largely preventive, process-
oriented approach reflected in the European data protection tradition. Armed 
with this understanding of how contemporary European data protection laws are 
intended to function, we can now turn our attention to their overarching 
purpose(s). At a pragmatic level, the EU data protection regime (and basic data 
protection principles upon which it rests) was animated by a concern to strike an 
appropriate balance between the use of data and the protection of the interests of 
those to whom the data relate, in order to establish a set of agreed principles for 
handling personal data so that disparity in national standards would not impede 

the free flow of personal data across national borders and impede digital 
innovation. But what exactly are the interests of data subjects that require 
protection? In this respect, identifying in more precise terms the point and 
purpose of EU data protection is surprisingly elusive. As Bygrave (2014: 117) 
observes: 
 

data privacy law has long been afflicted by absence of clarity over its 
aims and conceptual foundations’ and that this obscurity is reflected in 
the absence (in some privacy statutes) of the objects clauses formally 
specifying the interests that the legislation is intended to serve.   

 
Nor can the objectives of European data protection law be adequately expressed 
solely in terms of the protection of informational privacy, although there is no 
doubt that the protection of informational privacy constitutes one important 
values which it seeks to protect.  
 
In light of this lack of clarity, it is helpful to consider the historical origins of 
contemporary data protection law to identify the public anxieties that motivated 
their initial formulation. In providing a functional explanation for European data 
protection laws, Herbert Burkert (1981) articulates the ‘problems’ associated 
with data protection in terms of conflicts over the distribution of informational 

power wrought by new information communication technologies, which radically 
expanded the volume and speed of information that these technologies could 
handle, while also vastly expanding the number of individuals affected, and 
rendering temporal and spatial distance almost irrelevant in the acquisition and 
distribution of informational power. Drawing on Burkert’s observations, Gellert 
(2015) interprets the history of European data protection law as fundamentally 
rooted in seeking to regulate the ‘deployment of ICTs into society and, in 
particular, the data processing operations which they allow for’ which ‘put our 
freedoms at risk’.  This resonates with Bygrave’s observations that, in addition to 
privacy, there are a ‘range of other interests which … form part of the rationale 

and agenda of data privacy law’ including ‘personal autonomy, integrity and 
dignity’ and which he sums up as largely concerned with ‘achieving individual 
goals of self-realisation’ (Bygrave 2014: 119, citing Westin 1967). As Hildebrandt 
(2015: 191) puts it:  
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The reason we need data protection is that putting together data has 
huge implications for a number of rights and freedoms.  This is 
notably so when behavioural data are correlated.  

 
One might wonder then, why the legal protection of the fundamental rights and 
freedoms that are accorded special status within the western European 
constitutional tradition was not regarded as capable of providing sufficient 
protection? While the answer to this question is highly speculative, it may lie 
partly in the way in which it is the cumulative and aggregative effects of 
Information and Communication Technology over time and space that threaten a 

number of fundamental rights and individual freedoms. Even before the arrival of 
the internet, the nature of digital data, coupled with the computational power and 
processes that enabled large bureaucratic institutions to collect personal data 
and compile and integrate it with other digital data sets to build up detailed 
informational profiles on individual citizens through automated processes that 
were many orders of magnitude cheaper, faster, and scalable than the processes 
for surveilling and profiling individuals in a pre-digital age, were recognised in 
Europe as a potentially serious threat to the individual rights and freedoms that 
are essential in thriving liberal democratic orders. Since the emergence of 
modern computing and associated ICTs, the rapid growth of their power and 
sophistication have delivered extraordinary benefits, many of which have become 

readily available to the wider population following the ‘democratisation’ wrought 
by personal computing and the widespread availability and take-up of smart 
connected devices.  Indeed, contemporary life without the efficiency and 
convenience of the networked digital economy has become almost unthinkable. 
Yet these undeniable benefits can nevertheless serve to obscure the ways in 
which these technologies threaten to erode the social foundations upon which 
democratic freedom is rooted. Seen in this light, contemporary data protection 
law can be understood as analogous to environmental regulation, in seeking to 
protect to the democratic ‘commons’: rather than oriented towards protecting the 
natural, physical environment, it is oriented towards protecting the moral, 

democratic and cultural environment, by seeking to safeguard the collective 
social and cultural foundations which liberal democratic orders pre-suppose, and 
without which individual dignity, autonomy and self-development would not be 
possible. So understood, the need to establish a general regime of protection 
specifically concerned with limiting the collection and processing of personal 
data becomes more apparent. 
 
The difficulty is, however, that the ways in which the collection and processing of 
personal data may threaten the democratic commons and the freedom, autonomy 
and dignity of individuals is not intuitively obvious, either to data controllers or 

to data subjects, particularly given the process-driven, preventive orientation of 
contemporary European data protection laws. Although the strong commitment 
to data protection in Europe relative to many other advanced industrialised 
nations can be attributed to relatively recent first-hand experience of totalitarian 
oppression, the memory of this experience may be fading with the passage of 
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time, particularly in light of the efficiency and convenience associated with digital 
tools that the collection and processing of personal data makes possible (Bygrave 
2010). Although the EU constitutional framework, as amended by the Treaty of 
Lisbon, now recognises protection of personal data as a distinct, self-standing 
fundamental right (per Article 8 CFREU), thereby bolstering its normative 
significance, there is no instinctive or obvious connection between this right and 
the fundamental interests it protects. In contrast, other fundamental rights of a 
procedural nature, including the various procedural rights associated with the 
right to due process, including the right to a fair and public hearing, the right to a 
fair and impartial tribunal, and the right of an accused person to know the 

charges against her, have much more intuitive appeal, in that it is easy for 
ordinary citizens to recognise the vital interests which these procedural rights 
are concerned to protect. In contrast, the core interests and values which the 
fundamental right to data protection seeks to protect, and hence the normative 
and moral force with which we associate fundamental rights, are not so readily 
and instinctively evoked. Yet the right to data protection is justifiably accorded 
special status in view of its role in safeguarding the social foundations which 
make democratic society possible, and in which all individuals are treated with 
dignity and respect. As such, the complaint of Bert-Jaap Koops (2014) that 
European data protection law has failed to win the ‘hearts and minds’ of data 
controllers, who fail to recognise the substantive logic and rationale that 

underpin many data protection rules, can be understood. But it is far from self-
evident that a regulatory regime that is oriented around the substantive values 
and interests upon which the existing data protection regime is rooted would fare 
any better. Such an approach might be more readily comprehensible to both data 
controllers and data subjects in terms of its underlying justification, couched 
perhaps in terms of the ‘harms’ associated with the collection and processing of 
personal data, might have considerable appeal. The GDPR can be understood as 
taking steps in this direction, to the extent that it places explicit reliance on the 
role of so-called ‘data protection impact assessments’. But, for the time being at 
least, relying on these instruments to provide workable, legitimate and effective 

instruments to secure the protection of personal data that will offer clear and 
accessible guidance to data controllers concerning the content and limits of 
permissible data handling while nurturing public trust seems naively optimistic. 
 
Conclusion 

In order to understand the role and potential of European data protection law in 
securing the accountability of algorithmic systems which rely on the processing 
of personal data, it is necessary to identify how these laws are intended to 
operate, and what they are intended to do. This analysis has highlighted several 
features of the European legal regime. In particular, I have suggested that its 

preventive, process-oriented nature, which seeks to restrict the way in which 
personal data is collected and processed in order to prevent excessive ‘data 
power’ accumulating in the hands of data controllers, makes it difficult for both 
data subjects and data controllers to intuitively recognise the underlying 
substantive rights, interests and values which the regime is ultimately aimed at 
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protecting. Although placing greater emphasis on data processing ‘harm’ 
represents movement towards a more substantive approach, whether or not this 
will serve to win public hearts and minds by enabling them to grasp the 
importance of the need to protect the social foundations of democratic orders 
which these regimes seek to safeguard is far from guaranteed. 
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