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Executive summary

This report is a horizon scanning of issues arising from the application of autonomous 
systems (AS) in the domain of the Internet of Things (IoT) at home and in the 
workplace, produced for Trustworthy Autonomous Systems Hub (TAS Hub). The 
role of the TAS Hub is to help the UK deliver world-leading best practices for the 
design, regulation and operation of AS, which are trustworthy and socially beneficial. 

As we enter the fourth industrial revolution, IoT – and how people adopt it – 
transforms how we live, communicate and conduct businesses. Such a transformation 
is likely to bring issues where government, industry and researchers need to respond. 
In our policy landscape review, we explore the main policy issues the government 
should focus on and provide areas for further research.

Our key findings fall into seven main areas:

1. Definition of IoT and AS
There is no set definition of IoT, where the community – consisting of researchers, 
academics, and industry – focuses on the different capabilities of IoT. We review 
the definition of IoT from a technical and government perspective to be able to 
understand what AS mean in the context of IoT. 

From the technical approach, we learn that autonomous systems are “things” 
connected to the internet that have sensing/actuation capabilities to monitor the 
physical space and take action. For example, robot vacuum cleaners are connected to 
the internet, can be managed from a mobile phone or smart speaker and are able to 
scan the environment to detect things and obstacles. 

From a policy perspective, IoT is about human and non-human interactions. IoT is 
meant to help humans to make more intelligent decisions. We view both definitions 
as correct; we consider IoT as a social-technical phenomenon where both social and 
technical factors are at play. Therefore, to address the problems discussed below, 
academia and the government need to collaborate with different stakeholders to 
design the best solutions.

2. Trust in IoT
From a technical standpoint, a key challenge is the absence of a unified, well-
developed, and widely adopted model of trust. The trustworthiness of an IoT 
environment depends not only on the data and the communication among 
heterogeneous devices in the network, but also on human user interactions. 

We recommend that IoT trust models should be developed to standardise the 
different interaction models in the IoT environment: between the human and the 
devices and between the devices themselves. Special focus must be given to the 
diverse human user groups in the IoT environments: device manufacturers, IoT 
service providers, application developers, retailers, and end-users.

We suggest a discussion to define a spectrum of autonomy in IoT devices as a 
precursor to standardising trust in IoT. For example, the SAE Levels of Driving 
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Automation defines the levels of human engagement in an autonomous vehicle, which 
can be used to frame the discussion on trust in the automation. 

We also suggest that trust in IoT should take into consideration psychological aspects 
and public attitudes, especially when considering a wide adoption of IoT’s products 
and IoT automation solutions. Technological development is not set in stone or pre-
determined. Historically, examples have shown that lack of public acceptance can 
negatively impact the pace and direction of scientific activity and innovation. 

3. Lack of clear strategy for IoT
Although there are strategies issued by the government that relate to IoT (eg National 
AI Strategy or the UK Innovation Strategy), there is a lack of a specific strategy and 
regulation for this sector in the UK. 

The exception is the development of new legislation to protect smart devices in 
people’s homes from being hacked. This new law was initiated after it was found out 
that many manufacturers have ignored the voluntary Code of Practice for Consumer 
IoT Security. There are also more general regulatory frameworks. For example, 
ETSI EN 303 645 V2.1.1 is an influential standard framework that was developed 
with industry, academics, testing institutes and international government bodies for 
consumer IoT security standards. 

4. Environmental impact
IoT can offer a vast potential to reduce energy consumption in the home or office. 
Nonetheless, not all smart devices that can be used in the home and office are 
designed to bring energy costs down. What is more, the environmental impact of IoT 
– through manufacturing, transportation and production – is not fully known. 

We advise that the government works with different stakeholders to understand the 
impact of smart devices on the environment to ensure that a Net Zero goal can be 
achieved. 

5. Security and product liability
Smart devices raise security issues that impact online and offline realms, as well as 
humans. Comprehensive security solutions are very often comprised at the expense 
of low memory space and energy. The government proposed legislation on security 
requirements of IoT after many manufacturers failed to build necessary security 
requirements, however, product liability in case of data and security breaches has not 
been established – this should change.

 In academia, researchers have worked on different technical solutions to mitigate 
security risks. More recently, a user-centric IoT approach has been proposed where 
a user is put at the centre of the design. This approach also allows people to be in 
charge of their own information. 
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6. Data, privacy and ethical issues

At home
There have been examples of privacy concerns when a smart device, such as 
Amazon’s Alexa, collected information later used for a different purpose, misheard 
the wake-up word (after which conversations can be recorded), or sent recorded 
data to the wrong people. Although technology can make mistakes, these examples 
undermine trust in IoT and public acceptance. 

Amazon has introduced features where users can customise their privacy settings. But 
we draw attention to the fact that people might not be aware of the need to change/
check their privacy options and know how to do it, even when such an option exists. 
We also point to a discrepancy in users’ views on privacy and their actual behaviour, 
based on online behaviour research. People who state they are concerned about 
privacy take few steps to protect it. 

This issue leaves policymakers with a difficult question of how users’ privacy 
should be protected when they voluntarily disclose their information. We advise 
that policymakers work with diverse stakeholders since privacy is a complex, often 
contextual topic and encourage more user-centred studies where users’ behaviour is 
investigated.

In the workplace

We discuss policy issues mainly from the perspective of new ways of monitoring 
employees’ activity. With the pandemic and more people working from home, 
employers started utilising digital tools to monitor workers at home. Even though 
cameras are now mainly used to monitor workers at home, new, more sophisticated 
smart devices are likely to be used if flexible working continues to be popular. 

The Information Commissioner’s Office (ICO) provides The Employment Practice 
Code with a section on monitoring; however, the guidance does not refer to new ways 
of monitoring workers at home. In turn, research has mainly focused on studying 
productivity in terms of workplace surveillance, but less attention was given to data 
justice, which means fairness in the way people are made visible, represented and 
treated as a result of their production of digital data (see Azer, 2021). 

7. Skills and jobs
Although the government considers the skills needed to develop AI systems (eg 
the National AI Strategy), these plans are not directly aimed at supporting workers 
whose tasks become displaced by IoT systems. What is more, people also need to 
be digitally literate in order to use smart things correctly and avoid risks, eg update 
passwords or manage privacy. 

The Essential Digital Skills Report 2021 shows that 19 per cent (c.10 million) of UK 
adults do not have fundamental digital skills, such as using a device, connecting to 
a Wi-Fi network, or creating and updating passwords. As a result, an estimated 10 
million people are digitally excluded and at risk of harm when they go online.
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The introduction of the internet has changed how people do business, communicate, 
interact with services, and access information (Dutton, 1999). The IoT builds on 
such transformation, with the internet “increasingly used to link devices, machines 
and other objects” (Dutton, 2014: 2). 

However, IoT is not a new concept; it was first coined by a British technologist 
pioneer Kevin Ashton as early as 1999 (Kramp, 2013). The development of IoT 
is linked with the fourth industrial revolution. The first revolution considered the 
usage of water and steam power to mechanise production; the second created mass 
production by using electric power; and the third revolution relied on electronic 
and information technology for automating production (Schwab, 2016). The fourth 
industrial revolution blurs the lines between the physical and digital worlds (BEIS, 
2019; Schwab, 2016).

There has been a continuous growth in cellular IoT connections; their number had 
grown from 76 million in 2010 to 1,102 million in 2018 (Edquist et al., 2021: 264). 
During the pandemic, the purchase of smart devices increased in the UK. These  
higher demands, among other factors, contributed to the problem of the global 
shortage of computer chips, an essential component of smart devices (Gregersen, 
2021). Therefore, the chip shortage might mean lower growth in the industry in the 
coming years. 

While IoT has many applications in different sectors, this report focuses on the use of 
IoT at home and in the workplace, which brings enormous opportunities to assist us 
in our daily lives and increase our productivity. IoT can also contribute to reductions 
in carbon emissions. For example, emissions can be reduced by optimising the energy 
flows of buildings, appliances, and buildings’ energy systems (Record Evolution, 
n.d.). The UK government introduced in law a target to reduce emissions by 78 per 
cent by 2035, as part of the Net Zero strategy by 2050 (BEIS et al., 2021). 

However, a vast number of devices connected to the internet could also negatively 
impact the environment. Both in terms of the amount and type of energy used by data 
storage companies, and also because any old device replaced by an intelligent device 
would need to be disposed of. IoT is not everlasting, and its use is not limited to only 
saving energy consumption (Finely, 2014). Furthermore, smart devices raise a lot of 
questions around security – security risks that impact online and offline environments 
and humans; data and privacy; skills – skills needed for production, maintenance of 
IoT, and digital literacy; and jobs – jobs replaced by smart things.   

Our approach
The aim of this policy landscape is to provide policymakers and researchers with key 
issues arising from the application of IoT systems at home and in the workplace. We 
present a high-level analysis from scanning the grey literature, as well as available 
academic literature. As such, this review is not an exhaustive, systematic review. 

In the following sections, we first define IoT and autonomous systems, and then we 
review their potential applications at home and in the workplace. Next, we map the 
policy landscape in the UK concerning IoT. We finally discuss the associated policy 

Introduction
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issues grouped under four themes: reducing carbon emissions; security; data, privacy and 
ethical issues; and skills and jobs.
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IoT and AS
There are several approaches to defining IoT. This paper presents a technical 
perspective and a definition used in the government’s publications of how IoT should 
be defined. We did not select these two definitional approaches without reason. First, 
the government’s view on how IoT is defined considers a human factor  – either IoT 
should help people make more intelligent decisions, or its definition highlights the 
relationship between human and non-human objects. In turn, a technical approach 
describes the technical capabilities of IoT, enabling us to see what AS are in the 
context of IoT. 

Starting from the government’s perspective, Jonny Voon, Head of The Sustainable 
Innovation Fund at Innovate UK, wrote that, for him, IoT is: 

“Where connected objects share their data and derivable, actionable insights to help make smarter 
decisions for the benefit of humans.” (Voon, 2016)

A similar approach is echoed in the definition provided in the Blackett review (a 
process for government to engage with academia and industry to work on a specific 
issue or question):  

  “The IoT describes a world in which everyday objects are connected to a network so that data can 
be shared. But it is really as much about people as the inanimate objects.”  
(Government Office for Science, 2014)

We can see that these two perspectives on IoT are very similar to each other and 
have a pre-assumption that objects are connected and share their data. There is also a 
reference to the intertwined connection between people and objects.  

IoT systems will always have machine-to-machine (M2M) solutions (Edquist, et al. 
2021: 264), but as Höller et al. (2014) pointed out, they do not necessarily enable 
data sharing or connect devices to the Internet. Additionally, Silverio-Fernández (et 
al. 2018: 10) argues that: 

“The core ideas of the IoT are that devices interact with other devices, not necessarily people; hence 
the name ‘Internet of Things,’ an internet designed for things, not people.” 

Nonetheless, that does not change the fact that IoT should be beneficial for society 
and trusted by the public. It is also worth mentioning that IoT is a socio-technical 
construct where social and technical factors influence each other, so technology is not 
produced in a vacuum. As Carlson (1994: 161) noted, “the ‘end-use’ of technology 
is created or constructed by a variety of participants in a technological enterprise”. 
Thus, it can be said it is true IoT is “really as much about people as the inanimate object” 
(Government Office for Science, 2014). 

This concept of co-constitution and mutual shaping was developed as a critique of 
early studies that viewed technology as a source of societal changes (MacKenzie & 
Wajcman, 1999; Halford et al., 2010). The approach where technology develops by 
following a predictable logic of science, away from social influences and technology, 

Defining concepts
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and determines social changes was also referred to as technological determinism 
(Kline, 2001: 15495).

Looking at the technical definition of IoT, the IEEE paper Toward a Definition of 
Internet of Things (IoT) suggests that:

An IoT is a network that connects uniquely identifiable ‘things’ to the internet. The ‘things’ have 
sensing/actuation and potential programmability capabilities. Through the exploitation of unique 
identification and sensing, information about the ‘thing’ can be collected, and the state of the ‘thing’ 
can be changed from anywhere, anytime, by anything.” (Minerva et al. 2015)

The “things” can be defined as objects connected to the internet. Compared to 
previously mentioned definitional approaches to IoT, the above definition helps to 
understand what connected things/objects are designed to do. From this definition, 
we can learn that AS/devices have sensing/actuation capabilities to monitor the 
physical space and take action (US Department of Defence, 2016: 1). 

The TAS Hub defines an AS in a general sense as a “system involving software 
applications, machines, and people, that is able to take actions with little or no human 
supervision” (TAS-Hub, 2020). In this paper, we define the “things” as autonomous 
systems that take actions with “little or no human supervision” (TAS-Hub, 2020). 
“Things” in IoT are also often referred to smart devices, mobile devices, smart things 
or smart objects in the academic literature (Silverio-Fernández et al. 2018: 10). 

However, it must be pointed out that in technical terms, sensors/actuators are only 
one part of a wider IoT technical environment. OECD (2018:10) distinguished four 
key enablers for IoT to function: 

•  semi-conductors (eg sensors, chips, processors, memory, and so forth);

•  modules and devices (eg software/API connecting the IoT devices); 

•  IoT platforms (eg operating systems to support IoT solutions);

•  the network (eg connectivity where standardisation and interoperability issues are 
relevant).

Apart from the technical environment, the IoT also comprises physical (human and 
non-human objects and physical surroundings) and social-economic (eg consumers, 
legislative bodies, businesses) environments (Arthur, 2017). In the next section, we 
explore what we mean by trust in IoT based on the definition developed by the TAS-
hub.

Trust in IoT
The TAS Hub (2020) defines autonomous systems as trustworthy when “their 
design, engineering, and operation ensures they generate positive outcomes and 
mitigates potentially harmful outcomes.” Some of the factors that influence the 
trustworthiness of autonomous systems are:

•  Their robustness in dynamic and uncertain environments. 
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•  The assurance of their design and operation through verification and validation 
processes. 

•  The confidence they inspire as they evolve their functionality. 

•  Their explainability, accountability, and understandability to a diverse set of users. 

•  Their defences against attacks on the systems, users, and the environment they are 
deployed in. 

•  Their governance and the regulation of their design and operation. 

•  The consideration of human values and ethics in their development and use. 

(Ibid.)

Intertrust Technologies (2010) writes that people need to trust the security, safety, 
and privacy of IoT. Thus, technologists must work towards intuitive and simple 
design to help people understand devices’ and services’ capabilities, as well as 
possible threats. Various scientists are working on different trust models, but as the 
authors note, there is no one unified, well-developed and widely adopted model 
to be used by IoT designers and engineers (ibid.). There is a question, however, of 
whether there can or should be one trust model that considers the different needs and 
requirements of people that engage with IoT devices.  

As previously discussed, from a technical perspective, the “things” of the Internet 
of Things refer to heterogeneous computing devices connected together over the 
internet. The communication between these devices has been standardised by 
protocols, such as the European Telecommunication Standards Institute (ETSI) (see: 
DCMS, 2019). Standards allow the communication between the devices to happen 
in a meaningful way despite the heterogeneity in the network. However, not much 
work has looked at  standardising trust in IoT environments, specifically focusing 
on users who have different needs and motivations interacting with the devices on 
the network. Trust establishment, measurement, maintenance, and repair are key 
challenges in IoT environments because, as with the devices, human users also leave 
and join the network in an ad-hoc manner.

For both home and workplace environments, we recommend that trust in IoT must 
be studied on different interaction models: between the person and the device, and 
between the devices. The Internet Research Task Force (IRTF) identifies that an 
IoT environment consists of a number of different communication patterns: human-
to-human (H2H), human-to-thing (H2T), thing-to-thing (T2T) or thing-to-things 
(T2Ts) (Garcia-Morchon, et al. 2019). Entities participating in any of the interaction 
models may have a different understanding of trust. It is important that these 
differences are reconciled in a standardised way during the interaction. Trust in data 
is as important as the trust between humans and devices in the IoT. 

The Internet Society Online Trust Alliance recognises that IoT environments 
have a diverse set of stakeholders: device manufacturers, IoT service providers, 
application developers, retailers, and end users (ISOC-OTA, 2018). Therefore, 
policy frameworks addressing IoT trust need be based on a broad understanding of 
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the stakeholders and their complementary and/or conflicting requirements of trust in 
IoT environments.

We encourage a discussion to define a spectrum of autonomy in IoT devices as a 
precursor to standardising trust in IoT. For example, the SAE Levels of Driving 
Automation (SEA, 2022) defines the levels of human engagement in an autonomous 
vehicle, which can be used to frame the discussion on trust in the automation. Is there 
a difference between the expectations of trust from an IoT device that gathers and 
reports data to an IoT gateway, compared to an IoT device directly sending data to 
an autonomous system – eg an autonomous car or an industrial robot? A systematic 
approach for classifying the IoT devices based on the data, not only considering 
where it originates, but also what happens to the data the device receives and 
disseminates, is a necessary first step in understanding how to build trust in the IoT 
environment.

Trust in data is as important as the trust between humans and devices in the IoT. 
This is because data disseminating IoT deployed “in the wild” can create unintended 
and perhaps dangerous situations. For example, The Wall Street Journal reported an 
issue with Apple’s AirTag tracking, which resulted in iPhone users receiving alerts for 
unknown AirTags; a form of AirTag Stalking (Brown, 2022). 

Although IoT brings new trust challenges, where traditional security and privacy 
solutions are not enough, we want to highlight that trust in any technology should 
go beyond technical issues that might impact the adoption of IoT products. The 
technological development of IoT systems is not set in stone or pre-determined (see: 
Winickoff, 2017). 

Historically, public resentment has negatively impacted the direction and pace of 
scientific activity. For example, in Europe, negative public perception of genetically 
modified organisms (GMO) resulted in lower funding levels and high regulatory 
rejection rates (Currall et al., 2006). Therefore, we suggest that public concerns 
should be taken into account when developing trust in IoT systems and trust be 
considered as a multifaceted concept, rather than a technological fix.   

As Winickoff (2017) observes, resistance to adoption of technological innovation 
might come from value conflicts, distributive concerns, and failures of trust in 
governing institutions. To build trust and trustworthiness into the technical system, 
Winickoff (2017) recommends utilising participatory forms of foresight and 
technology assessment, and engaging stakeholders in communication processes.
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IoT has a wide range of applications. Hassan et al. (2020), based on a review of 
different studies, distinguished six main sectors: healthcare (eg smart wearables); 
infrastructural (eg real-time performance, or energy efficiency); environmental (eg 
smart farming); industrial (eg smart metering); commercial (eg shopping systems); 
and smart cities (eg smart homes or smart buildings). Figure 1 presents this range. 
Although this list is not exhaustive, it shows the plethora of opportunities presented 
by IoT.  

Turning to the policy implications, Taylor et al. (2018) group IoT applications into 
three main categories: industrial, public space, and consumer. The authors argue that 
these three categories have different stakeholders, public expectations, legal contexts, 
and government requirements (ibid.: 6). 

IoT in the home and workplace falls into the categories of public space and consumer. 
Although distinctions between home and the workplace are very blurred, especially 
after many people adopted working from home because of the Covid-19 pandemic, 
there are still boundaries between the way we interact with IoT in a professional 
capacity and in a personal “home” capacity. 

FIGURE 1: IOT 
APPLICATIONS 
ADOPTED FROM 
HASSAN ET AL. 
(2020: 28)

IoT applications
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IoT at home
Within the smart home, some examples of IoT devices are smart metering, smart 
fridges, lighting, robot vacuums, laptops, smartphones and tablets. There are also 
various IoT services, such as Amazon Echo, Google Home and Nest. These “things” 
are aimed to assist our daily activities, and with advancements in AI and robotics, it is 
projected that they will be able to learn and anticipate our needs. 

Austin (2019) presented the futurist vision of what IoT could do at our home. 
You might get woken up earlier than usual by an alarm clock, which scanned your 
schedule and learned that you have an important presentation. You come back home 
from work to discover that a package delivered by a drone is waiting for you because 
health sensors predicted illness and ordered medicine automatically. 

Currently, in the UK, the most used smart devices are light bulbs, speakers connected 
to a voice-controlled device (eg Amazon Echo), and connected temperature sensors 
at homes (Statista, n.d.). TechUk (2020), in conjunction with GjK, observed that 
in 2020, there was an increase in smart TV, smart speakers, and smart fitness device 
ownership compared to previous years in the UK (See Figure 2). 

FIGURE 2: SMART HOME PRODUCT 
OWNERSHIP ADOPTED FROM TECHUK, 2020
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Ipsos MORI was commissioned by the Department for Digital, Culture, Media and 
Sport (DCMS) to conduct research on consumer attitudes towards smart devices. 
The survey of 2,001 people was conducted between October and November 2020. 
The report found that “since the start of the coronavirus pandemic in the UK in 
March 2020, six in ten consumers in the UK (57%) report an increase in their 
household use of smart devices” (Stannard, et al. 2020: 12).  

The stage development of autonomous systems for use in the home is at early stages 
in the context of IoT. The most used smart devices still require user input, such as 
voice control to change lighting or managing devices via smartphones. 

IoT in the workplace
The list of possible applications of IoT in the workplace is significant. Based on the 
academic literature review conducted by Nappi & de Campos Ribeiro (2020), the 
implementation of IoT in the workplace can be divided into workplace effectiveness 
and employee productivity. 

Some of the examples of the current use of IoT in the workplace to enhance 
workplace activities are: personalised workspace based on sensor data – eg employees 
can choose a work area based on preferences in terms of natural light or real-time 
occupancy data; sensors on resources – eg employees can have easier access to room 
bookings based on availability and proximity and they can view available hot desks; 
on-demand estates – companies with flexible work policies can analyse the demand 
for hot desks and decide when and in which areas the office should be closed to save 
energy and personnel costs (Institute of Workplace and Facilities Management, 2018: 
2-4).

 In terms of employee productivity, IoT technology (eg wearable sensors) can 
collect and assess employees’ behaviour “to estimate employees’ emotional states 
associated with productivity measures” (Nappi & de Campos Ribeiro, 2020: 79-80). 
For example, employees’ health data can be analysed to design wellness programs 
to increase productivity (Gaur, Shukla & Verma, 2019: 557). People analytics is 
another term used where IoT is utilised for improving HR processes and employee 
productivity (Gaur, Shukla & Verma, 2019). 

However, using human characteristics for measurement and automation also poses 
questions over a right to human dignity (Wiewiorowski, 2019), is a challenging topic 
from an ethical point of view, and has possible unintended consequences. 

Mariani & Monahan (2016: 8) provided examples (below) of the use of IoT in the 
workplace that considers workplace effectiveness and employee productivity. IoT 
can help with, for example, effective office space planning, and collecting sociometric 
data to help managers promote employee engagement and team cohesion (see Figure 
3). 

As can be seen in the figure below, some of these applications raise serious privacy 
concerns – such as recording voices and gestures of employees – while other examples 
are less invasive  – eg helping workers to find an empty desk. Some other use 
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examples are, in turn, perhaps questionable in terms of functionality – eg kiosks to 
rate meetings. 

FIGURE 3: APPLICATION 
OF IOT AT WORKPLACE 
(MARIANI & MONAHAN, 
2016: 8)
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The UK has an active interest in the fourth industrial evolution, as can be observed 
in many policy documents that aim to position the UK at the forefront of new 
technologies and unlock the potential of these technologies in boosting the economy 
and creating new jobs. 

In 2017, Lynne McGregor (Innovation Lead in the Innovate UK) said that Britain: 

“Was the birthplace of the first industrial revolution, led the second technological industrial 
revolution, was an early adopter of the third  automation-driven industrial revolution, and is 
now readying itself to adopt and adapt to the fourth industrial revolution – driven by digital data, 
connectivity and cyber systems.”

The government set grand challenges for the fourth revolution (BEIS, 2017). These 
challenges are artificial intelligence and data economy, an ageing society, clean growth 
and future of mobility (BEIS, 2017: 10). The most applicable grand challenge to IoT 
is in relation to artificial intelligence and data. The Department for Digital, Culture, 
Media & Sport (DCMS) issued the UK Digital Strategy in 2017 – some of the points 
mentioned in this strategy are: 

•  building a world-class digital infrastructure for the UK

•  giving everyone access to the digital skills they need 

•  making the UK the best place to start and grow a digital business

•  creating a safe and secure cyberspace and unlocking the power of data in the UK 
economy.

 (DCMS, 2017)

Digital Secretary, Oliver Dowden, revealed ten tech priorities in 2021 (DCMS et 
al., 2021). These build on the UK Digital Strategy 2017 with a few additions, such 
as levelling up digital prosperity across the UK, using digital innovation to reach Net 
Zero, and leading the global conversation on tech. On 1 July 2021, the UK Innovation 
Strategy (BEIS, 2021) was also published, which is aligned with some of the priorities 
set out in the UK Digital Strategy 2017 and ten tech priorities. More recently, the UK 
government released its National AI Strategy (HM Government, 2021). 

Despite these developments, there is a lack of clear strategy from the UK government 
towards IoT. The exception is the new proposed legislation based on the consultation 
on security for consumer IoT, where three security requirements for the IoT are 
suggested: 

•  All consumer internet-connected device passwords must be unique and not 
resettable to any universal factory setting.

•  Manufacturers of consumer IoT devices must provide a public point of contact so 
anyone can report a vulnerability and it will be acted on in a timely manner.

•  Manufacturers of consumer IoT devices must explicitly state the minimum length 
of time for which the device will receive security updates at the point of sale, either 
in-store or online” 

(DCMS et al. 2020).

The UK policy landscape
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This new law is being developed after it was found that many manufacturers had 
ignored the voluntary Code of Practice for Consumer IOT Security, and 90 per cent 
of UK consumer manufacturers did not follow vulnerability disclosure (DCMS, 
2020). 

Aside from this, we can also refer to the world’s leading consumer IoT security 
standard, ETSI EN 303 645 (ETSI, 2021). There is also some other general 
regulation being developed outside the UK, such as The European Commission’s 
Artificial Intelligence Act – the “AI Act”. 

The AI Act proposes a risk-manged approach to AI applications based on four 
categories: unacceptable systems, high-risk systems, and low AI systems or minimal 
risk systems. This act is likely to impact UK businesses that want to operate in 
European countries (European Commission, 2021). 



July 2022 | Trusted Internet of Things 19 

While the IoT brings many opportunities and benefits, it also poses risks that might 
require further attention or action from the government or  from researchers. In this 
section, the key policy issues arising from the introduction IoT at home and in the 
workplace are described, with a reflection on policy applicability and suggestions for 
future research. It must be pointed out, however, similar policy landscapes have been 
conducted to date (eg Dutton, 2014; Taylor et al., 2018; Tanczer et al., 2019), but 
these were not focused on specific domains of application of IoT. We also revisit some 
of the concerns that are relevant to policymakers and linked with their set priorities 
(eg Net Zero target or levelling up agenda).

Reducing carbon emissions
Despite substantial economic disruptions caused by the global Covid pandemic, the 
UK government remained committed to achieving a Net Zero goal, as can be seen 
in the updated UK Innovation Strategy: Grand Challenges. One of its missions is to 
reduce energy consumption in new buildings through innovative solutions and the 
use of smart technologies (BEIS, 2021). 

In response to a consultation on the Future Home Standard, the government 
suggested plans for newly built buildings to use low carbon heating and be zero-
carbon ready by 2025 (Ministry of Housing, Communities and Local Government, 
2021). Therefore, it is very likely we will see different, innovative approaches to 
making new builds more energy-efficient and companies utilising digital, smart 
products.  

Smart meters and thermostats, which help bring energy costs down, are already used 
in homes and offices. In March 2021, there were 24.2 million smart and advanced 
meters in homes and small businesses in Great Britain (BEIS, 2021a). These devices 
are specifically designed to save energy costs, they are purchased (or installed for 
free) by environmentally friendly customers or those who simply want to save on bills. 
Although these can be seen as a quick win for the government’s Net Zero emissions 
drive and commitment to building new energy-efficient homes and offices, it is not 
clear that they actually have a positive environmental impact, especially when it 
comes to their production, transportation and recycling (see, eg Louis et al. 2015; 
Aleksic & Mujan, 2016). 

Moreover, smart things are not just used to make homes and offices more energy 
efficient. For example, we also have devices such as smart fridges, robotic vacuum 
cleaners, and security cameras, where the primay goal has nothing to do with saving 
energy costs. What is more, as Finely (2014) observed, it is difficult for customers to 
be aware of the actual environmental impact of these products as there are not enough 
certification and standards to provide comprehensive information. Users might be 
aware of how energy efficient a product is, but they will not know the energy costs 
of producing it, and companies that use many different components from different 
manufacturers might not possess this information either. 

Stead et al. (2020: 2) also notice an increase in datafication (the production, 
processing and storage of users’ data and automated data). We currently produce 
around 16 zettabytes of data globally every year (Goodbody, 2018). This number 

Key policy issues
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could increase to 160 zettabytes by 2025 (ibid.) and be accelerated by technological 
developments, such as the use of 5G networks (Kenworthy, 2019). 

Stead et al. (2020) flagged that practitioners should consider the environmental 
impact of smart devices, and comment that, just because something can be developed 
from a technological point of view, it does not necessarily mean it should be. The 
authors also suggest Edge Computing (EC) optimisation as a solution, whereby 
data are processed closer to its origin rather than transmitting to central data 
warehouses. This may be more environmentally sustainable, especially when it 
comes to minimising data distribution. However, EC optimisation decisions must 
be carefully thought through because not all tasks executed by devices in an IoT 
environment can be offloaded this way. Other factors, such as wireless network state, 
device capabilities, and privacy and security issues must also be taken into account 
(Sadatdiynov, 2022). 

There is also an issue with smart devices’ longevity and disposal. From a business 
perspective, companies want customers to buy new versions of their products, but 
many older models will end up in landfills, creating more waste and potentially 
releasing hazardous emissions into the environment (Finely, 2014; Gurova, 2020). 

One solution is to encourage customers to repair and exchange parts, but this 
approach requires companies to be incentivised to develop business models that 
allow for their pieces to be easily disassembled and repaired while minimising the 
environmental impact (Gurova, 2020). Additionally, with electronic device disposal, 
there is a risk that data that were collected for a different purpose will end up being 
used by third parties who resell components (Schafer, 2015)

 The government is active in enabling and promoting the rollout of smart meters 
(Ofgem, n.d.), but it also needs to work with academia and industry to understand 
how existing and new smart things will help in delivering its climate goals. There 
have already been some attempts to encourage digital technologies companies to 
reduce the environmental impact within manufacturing processes (eg by providing 
£20 million funding for businesses to apply for), but the government might need to 
do more than this, such as develop policies and standards to ensure the sustainability 
of IoT during its life-cycle, and consider data protection regimes of recycled items. 
Without careful consideration by the government, IoT can negatively impact the 
environment, despite its promising potential in improving energy usage.

Security issues
As the IoT connects the internet, there are potential security risks. Although security 
challenges are not new in the IT sector, as Tawalbeh et al. (2020: 4) noted, IoT raises 
new security issues that need to be addressed. 

IoT is not just technology – it is a complex social-technical system, impacting online, 
offline realms as well as humans (Taylor et al., 2018: 31). The OECD (2016: 18) 
issued a recommendation for digital security risk management, suggesting that 
policymakers and leaders should not view security issues as only technical problems, 
but also as economic and social dangers. For example, if a building is controlled by a 
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smart door and locks and gets hacked by a malicious user, its security and personnel 
will be compromised (Figliola, 2020). The damage might also include loss of data. 
This can negatively impact the company’s reputation, cause loss of important 
information, affect market position (eg through theft of innovation), and disrupt the 
company’s operations (OECD, 2016: 20). 

This is one example of what can happen when poor security choices are made. The 
IoT is very often designed to use low memory and energy, ipso facto limiting its 
security solutions (Strous, et al. 2021 & Ogonji et al. 2020). Companies developing 
IoT devices – which are designed from the beginning to be disposable – might not 
have enough experience to provide adequate security solutions (FTC, 2015). In fact, 
the manufacturers did not build important security requirements, which resulted in 
introducing legislation on IoT security requirements, as discussed in the previous 
section (DCMS et al. 2020).

This legislation is seen as a good step towards ensuring the safety of IoT products, 
but the government might need to think further in terms of product liabilities in case 
of data or security breaches  – for example, who will be responsible when technology 
makes mistakes or behaves in unintended ways? Innovative research and suggested 
solutions to protect customers’ privacy and enhance security in domestic settings can 
raise legal issues. According to Chen et al. (2020) the existing regulatory framework, 
the General Data Protection (GDPR) – which is retained in domestic law as the UK 
GDPR and kept under review – does not adequately address issues of accountability, 
and it may even place disproportionate regulatory burdens on developers, users and 
contributors. 

In academia, researchers have developed different solutions to mitigate security risks 
(Ogonji et al. 2020) by mainly focusing on technical perspectives, such as increasing 
the update frequency or deployment of monitoring device tools (Tawalbeh et al. 
2020). But, as Ogonji et al. (2020) noted, many researchers failed to recognise the 
need for a user-centric approach when designing and implementing IoT devices. 

The user-centric design puts a user at the centre of device design by focusing on their 
needs and requirements (Krajewski, 2017). The user-centricity approach also enables 
users to be in charge of “their own information and contextual integrity”, ipso facto 
merging the IoT into people’s everyday lives (Ogonji et al., 2020: 4), demonstrating 
a gradual shift in the technical community towards thinking about the IoT and its 
relationship with people. However, the user-centric design will require some basic 
knowledge and skills from the user to understand why certain input is needed and 
what it does. This itself puts a stronger responsibility on technology designers to think 
about how IoT will be used in practice and anticipate how design features will impact 
user experience. 

Data, privacy and ethical issues
Security and privacy of IoT are very often discussed together. They are crucial 
factors in ensuring safety and trust in smart things. As an autonomous object in IoT 
is capable of collecting users’ information without their awareness, IoT devices raise 
ethical questions too. On the one hand, increased data availability can lead to more 
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innovation, and enhancement of products and services, but at the same time, it raises 
serious concerns over privacy and data exploitation. Information about an individual 
collected through a smart object can be used to monitor their habits, daily routines, 
and location, as well as activities at work. Because IoT very often has sensors and 
cameras, they can also lead to the invasion of privacy if they are hacked.

Issues associated with privacy and ethical issues at home
At home, we can already see examples of smart things and concerns over the personal 
data they collect and how these data are used. For example, Alexa is a voice assistant 
speaker that technically should only listen to the user’s commands when the wake-up 
word is used. However, as Chokshi (2018) observes, Alexa, by its design is listening 
to people’s conversations all the time; otherwise, it would not know when the 
wake-up word was used. What is more, there are many reported cases highlighting 
the potential invasion of privacy that devices like Alexa can pose. For example, 
numerous instances when Alexa misheard the wake-up word (Lynskey, 2019), a case 
where an individual’s data were requested by a judge to be used to solve a murder 
(Cuthbertson, 2018), and instances of voice recordings be sent to the wrong people 
(Griffin, 2018). 

Although Alexa should only record what is being said after the wake-up word is 
triggered, these examples show that technology can make mistakes and act in ways 
other than its intended purpose, and that its data can be used for other purposes than 
intended. For IoT to be trusted, user privacy needs to be safeguarded and data be 
collected and used for agreed purposes and in an ethical manner. 

Amazon has recently added some features to its Alexa devices, such as allowing 
users to delete recorded data or mute a microphone. Cho et al (2020) found that 
customisable privacy settings in their developed app for Amazon Alexa had a 
positive effect in enhancing trust and usability in regular users, but it provided the 
opposite result in power users (people who show traits toward being more efficient 
and competent in using new technologies). Power users reported higher trust 
towards Alexa, but only in the absence of privacy customisation. While for users who 
expressed great concerns about privacy, trust in the device is the highest when they 
are presented with the option of customising privacy and content settings.  

Although this study shows some indication of how trust in Alexa devices can 
be increased through design, it does not entirely solve the problem with privacy 
concerns. First of all, users need to be aware of different functions to protect their 
privacy. We do not know how many Alexa or other smart device users are aware of 
privacy risks and what features they can use to manage their data and privacy. 

Secondly, research on online behaviour has shown a discrepancy in users’ beliefs 
towards privacy and their actual behaviour (Gerber et al., 2018). Users can claim to 
be very concerned about privacy, but take very few steps to protect it and not read 
details about their data use before giving consent (Muravyeva et al. 2020 cited in 
Elsen et al. 2014). This phenomenon is referred to as the privacy paradox. It poses a 
challenge for policymakers in deciding whether privacy choices should be imposed 
through legislation when users voluntarily disclose their information (Norberg et al., 
2007). 
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Because the behaviour of users towards privacy is a complex topic and most studies 
are set in a specific context, we recommend that the government works with diverse 
stakeholders – eg researchers from different disciplines and the private sector – to 
find the best solutions. More work is also required to establish whether companies 
provide enough information for customers to know how their personal data are used. 
As Noto La Diega & Sappa (2020) note, customers might not be aware of how their 
personal data are utilised due to technical – the opacity of the algorithms – and legal – 
a combination of trade secrets and strategic contract management – secrecy.  

Issues associated with privacy and ethical issues in the workplace
In the workplace, IoT and privacy risks are mainly associated with the employer 
monitoring of employee activity. Although analysing worker performance is not a 
new phenomenon, and it has been practised for a long time, smart devices bring 
possibilities of collecting data about an employee that were not previously possible, 
such as socio-metrics about their tone and voice (Mariani & Monaha, 2016). 
The pandemic had also brought new challenges towards surveillance of worker 
performance and privacy when many people moved to work from home or hybrid 
working, blurring the lines between private and work environments. 

The BBC (2021) reported that 32 per cent of home workers are monitored using 
some mechanism of online surveillance, based on a survey conducted by Opinium 
for the trade union Prospect. Furthermore, the findings from the survey show that 
people aged 18-34 years old are more likely to be monitored (48 per cent) than 
other colleagues (BBC, 2021). Camera or different software applications for tracking 
employees are currently mainly adopted for home workers (ibid.). However, new 
ways of monitoring by using IoT systems are likely to appear with flexible and hybrid 
working options becoming more popular. 

The UK’s data protection authority, the Information Commissioner’s Office (ICO) 
provides The Employment Practice Code with a section on monitoring (ICO, n.d.). 
The guidance suggests that monitoring activities need to be compliant with Data 
Protection Act; however, it does not reflect new methods of workers’ surveillance at 
home. According to Azer (2021), policymakers and researchers should investigate 
this subject more. 

The research so far has focused on studying productivity in terms of workplace 
surveillance, but less attention has been given to data justice, which means fairness 
in the way people are made visible, represented and treated as a result of their 
production of digital data (Azer, 2021; Tylor, 2017). The exception is the study 
by Ball (2021) on mitigating the psycho-social risks of monitoring, which draws 
on privacy, data justice and organisational justice principles and makes numerous 
recommendations both for practice and for higher level policy development. 

The government has launched a consultation, Data: a new direction, which closed 
in September 2021. One of its sections was devoted to data fairness in AI. The 
government, in its consultation, recognised that there is a close interrelationship 
between fairness, bias and discrimination, and sought views on, among other things, 
whether current legal obligations with regards to fairness are clear when developing 
and/or deploying AI systems. 
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Skills and jobs

The impact of technological developments on jobs and skills is not new, and it has 
also been discussed in our previous policy landscapes reviews (see eg Lisinska, 2021). 
In the Blackett review on IoT from 2014, one of the observations was that people 
would require a new set of skills to design, develop, and maintain smart devices 
(Government Office for Science, 2014). Since then, the government has published 
its ten year national strategy on AI, with plans to develop skills and attract the 
best talent when developing AI systems. One of its immediate plans is to support 
the development of AI, data science, and digital skills through the Department for 
Education’s Skills Bootcamps (HM Government, 2021).

However, these plans are not directly aimed at supporting workers whose tasks 
become displaced by IoT systems and more automation in the workplace. The 
workers who lose their jobs are unlikely to benefit from new jobs that are being 
created, considering the pace of technological developments and the new skills that 
will potentially be required (eg Oppenheimer, 2019). 

PwC has recently conducted a study looking at how AI and related technologies 
impact on jobs for the Department for Business, Energy and Industrial Strategy 
(BEIS). The study finds that managerial and professional occupations will likely 
see net employment benefits. At the same time, clerical and manual workers are 
more likely to see a negative net employment impact over the next 5-10 years. Net 
employment benefits may be more visible in London and the South East than in the 
Midlands and North England (BEIS Research Report, 2021). 

Although this study shows some estimations, and more research is needed, we suggest 
that the government starts developing clear policies in upskilling and reskilling the 
existing workforce. As technological advancement may widen existing geographical 
inequalities over time, implementing the levelling up agenda will not happen without 
significant government intervention.

Skills that will become essential when using IoT must be also taken seriously into 
consideration by the government. This is not to only ensure that IoT systems are 
used in proper ways – eg users are able to set secure passwords for the safe operation 
of IoT, and know how to set up privacy settings – but also so all people have equal 
opportunities in using smart devices and can gain maximum benefits. 

The government has defined the Essential Digital Skills (EDS) framework for life 
based on five categories that an individual should have:

•  Communicating: the skills required to communicate, collaborate and share 
information.

•  Handling information and content: the skills required to manage and store digital 
information and content securely. 

•  Transacting: the skills required to register and apply for services, buy and sell goods 
and services, and manage transactions online.  
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•  Problem-solving: the necessary skills to find solutions to problems using digital tools 
and online services.

•  Being safe and legal online: The skills required to stay safe, legal and confident online.

The Lloyds Bank Consumer Digital Index conducts an annual study of UK digital 
skills, including measurement of skills against the EDS framework. The Essential 
Digital Skills Report 2021 shows that  c.10 million (19 per cent) of UK adults do not 
have fundamental digital skills, and c. 2.8 million people (6 per cent) cannot do any of 
the foundational digital tasks. 

To have the foundations of essential digital skills, an individual must perform seven 
tasks in total – for example, be able to use a device, connect to a Wi-Fi network 
and create and update passwords. Only 28 per cent of people aged 75+ have these 
foundation-level skills. The study concluded that an estimated 10 million people are 
digitally excluded and at risk of online harm when they decide to use online tools 
(Lloyds Bank, 2021). Even though this report does not focus on digital skills when 
engaging with smart devices, a similar set of skills is required to use IoT successfully. 

In the previous section (see: Security), we note a movement towards a user-centric 
approach to security and privacy, where the user is in control. However, this 
requires proper skills so users can change and update their contextual integrity when 
using smart devices and understand why certain input is needed from them, what 
information is being collected, and the risks associated with disclosing certain data 
about themselves. 
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In this policy review, we have sought to scope key policy issues arising from IoT use. 
The potential application of IoT is enormous, but we focused on two domains, IoT at 
home and in the workplace. However, some of the issues disussed can be applied to 
the whole IoT ecosystem. Although IoT is growing exponentially, its growth might 
slow down slightly in the coming years due to the global chip shortage. This situation 
provides policymakers and researchers with opportunities to revisit and address some 
issues now. 

First of all, IoT is not just a technical object but a complex socio-technical system. 
This means that researchers need to work across different disciplines to address some 
of its problems. Technological solutions might not be enough. For example, in terms 
of privacy, designing customisable privacy settings for users to give them control over 
their data is not a sufficient fix, especially when we do not know how many people 
use this feature, how they use it, or even if they are aware of such an option. Besides 
this, online behaviour research indicates that there can be a disconnect between 
people’s online behaviour and their stated views on privacy. 

We also draw attention to the fact that suggested privacy and security issues will 
require some basic digital skills from users. So far, the government has shown interest 
in providing the skills necessary for building AI systems, but skills that people need 
to use IoT in a safe and effective way – eg to manage privacy settings, or be able to 
set secure passwords for the safe operation of IoT – are not explored. Plans to reskill 
existing workers whose tasks become displaced by IoT systems are also not visible. 
We have also identified a clear need for policymakers to work with academia to 
understand the environmental impact of IoT and how to minimise this in order to 
achieve the Net Zero target by 2050. 

Conclusion
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